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Model Resolution Crops Models Top-1 error Top-5 error
Googl.eNet ensemble 224 144 7 - 6.67%
Deep Image low-res 256 - | - 7.96%
Deep Image high-res 512 - 1 24 .88 7.42%
Deep Image ensemble variable - - - 5.98%
BN-Inception single crop 224 1 1 25.2% 7.82%
BN-Inception multicrop 224 144 1 21.99% 5.82%
BN-Inception ensemble 224 144 6 20.1% 4.9%%*
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