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2020 年 3 月 10 日 
河野特許事務所 

所長 弁理士 河野英仁 
 

「AI 特許紹介」シリーズは、注目すべき AI 特許のポイントを紹介します。熾烈な競

争となっている第４次産業革命下では AI 技術がキーとなり、この AI 技術・ソリュー

ションを特許として適切に権利化しておくことが重要であることは言うまでもありま

せん。 
 
 AI 技術は Google, Microsoft, Amazon を始めとした IT プラットフォーマ、研究機関

及び大学から毎週のように新たな手法が提案されており、また AI 技術を活用した新た

なソリューションも次々とリリースされています。 
 
 本稿では米国先進 IT 企業を中心に、これらの企業から出願された AI 特許に記載さ

れた AI テクノロジー・ソリューションのポイントをわかりやすく解説致します。 
 
1.概要 
特許権者 Google 
出願日 2016 年 8 月 26 日 
登録日  2018 年 9 月 25 日 
登録番号 US10083169 
発明の名称 トピックベースのシーケンスモデリングニューラルネットワーク 
 
 169 特許は、文章中の単語に加えて単語のトピックを入力要素の一つに加え、次に出

現する単語、文章またはトピックを予測するニューラルネットワークに関する発明であ

る。 
 
 
2.特許内容の説明 
 リカレントニューラルネットワークは、入力シーケンスを受け取り、入力シーケンス

から出力シーケンスを生成するニューラルネットワークである。特に、リカレントニュ

ーラルネットワークは、現在のタイムステップで出力を計算する際に、前のタイムステ

ップのネットワークの内部状態の一部または全てを使用する。 
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 リカレントニューラルネットワークの一つとして、1 つまたは複数の LSTM メモリ

ブロックを含む長期（LSTM）ニューラルネットワークがある。各 LSTM メモリブロ

ックには、入力ゲート、忘却ゲート、および出力ゲートを含む 1 つ以上のセルが含まれ

ている。 
 
 169 特許では、単語シーケンス内の各単語について、単語のトピックベクトルを決定

し、単語とトピックベクトルに基づき結合入力を生成する。そして、生成した結合入力

に対応するニューラルネットワーク出力を生成する。出力としては次に出現する単語、

文章、トピックが含まれる。 
 

 
 
 シーケンス処理システム 100 は、入力生成サブシステム 110、ロングショートターム

メモリ（ＬＳＴＭ）ニューラルネットワーク層 120、および出力層 130 を含む。 
 
 単語シーケンス 102 内の各単語について、入力生成サブシステム 110 は、単語およ

び単語のトピックベクトルから結合入力を生成する。単語のトピックベクトルは、その

単語が属するテキストセグメントのトピックの数値表現である。たとえば、猫を説明す

るテキストセグメントは、そのトピックベクトルとして、単語「猫」をマッピングする

ベクトルを有する。 
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入力生成サブシステム 110 は、単語シーケンス 102 内のすべての単語に対して同じ

トピックベクトルを使用することができ、また単語シーケンス 102 が複数の文を含む

場合、単語シーケンス 102 内の同じ文のすべての単語に対してのみ同じトピックベク

トルを使用することもできる。 
 
 単語シーケンス 102 内の各単語について、ＬＳＴＭ層 120 は、その単語について入

力生成サブシステム 110 によって生成された結合入力を受け取り、ＬＳＴＭ層 120 の

現在の隠れ状態に従って結合入力を処理して生成する。 
 
 出力層 130 は LSTM 層 120 出力を処理し、次の単語、トピックまたは文章を予測す

る。 
 
 
3.クレーム 
 169 特許のクレーム１は以下の通りである。 
1. 第１の順序に従って配置された第１の単語シーケンスを受信し、該第１の単語シー

ケンスは複数の単語文を含み、複数の文は入力順序であり、 
 第１の単語シーケンスにおける各単語に対し、第１の順序で最初の単語から開始し、 
 単語に関連付けられているトピックベクトルを決定し、 
 単語とトピックベクトルから結合入力を生成し、 
 単語のそれぞれのシーケンスモデリング出力を生成するために、1 つ以上のシーケン

スモデリングレイヤーを通じて結合入力を処理し、 
 第１の単語シーケンスのニューラルネットワーク出力を生成するために、出力層を介

してそれぞれのシーケンスモデリング出力の 1 つ以上を処理し、 
 入力順序の最初の文の後の各文の各単語について、単語に関連付けられているトピッ

クベクトルの決定は、少なくとも部分的には、入力順序の文の直前の文の最後の単語の

シーケンスモデリング出力に基づく 
 方法。 
 
 
4. CLSTM の論文 
 CLSTM に関しては、Shalini Ghosh らが 2016 年 5 月に論文1を発表している。この

論文は、CLSTM (Contextual LSTM)を紹介しており、トピックなどの文脈を LSTM に

組み合わせることで次に出現する単語、文章、トピックを従来の LSTM より高精度で

予測する技術及び実験結果について以下の通り論じている。 
 

1 Shalini Ghosh “Contextual LSTM (CLSTM) models for Large scale NLP tasks” 
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 LSTMは、時系列データを処理するリカレントニューラルネットワークの一種であ

る。LSTMモデルには複数のLSTMセルが設けられ、各LSTMセルはニューラルネッ

トワークのデジタルメモリをモデル化している。 
 
 LSTMモデルには、LSTMが時間をかけて情報を保存およびアクセスできるように

するゲートが設けられている。たとえば、入出力ゲートはセルの入出力を制御し、忘

却ゲートはセルの状態を制御する。 
 

LSTMモデルは、入力から1ホットエンコードでエンコードされた単語を取得し、そ

れらを埋め込みベクトルに変換し、単語ベクトルを1つずつ消費する。モデルは、すで

に見られた一連の単語を前提として、次の単語を予測するように

BPTT(Backpropagation Through Time)等を用いてトレーニングされる。 
 
 LSTMセルのオペレーションを表す方程式に、トピックベクトルTを入力ゲート、忘

却ゲート、セル、および出力ゲートに追加する。 
 

 
 各式の太字が修正を加えた部分である。ここで、i、f、およびoはそれぞれ入力ゲー

ト、忘却ゲート、出力ゲート、xは入力、bはバイアス項、cはセルメモリ、hは出力で

ある。 
例として、入力ゲート方程式を考える。 

 
トピック信号Tを入力ゲートに追加すると、方程式は次のように変更される。 
 

 
 式2及び3を比較すると、トピックベクトルTをCLSTMセルに追加することは、単語
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埋め込みベクトルとトピック埋め込みベクトルを連結するLSTMセルへの複合入力[xi 
T]を考慮することと同等であることがわかる。 
 

 

図1は、単語とトピックの両方の入力ベクトルを考慮したCLSTMモデルの概略図で

ある。各入力セルには単語に加えてトピックが入力されている。トピックはセルごと

に共通のトピックを有する場合もあれば、それぞれ異なるトピックを有する場合もあ

る。 

 

 この CLSTM モデルを用いて、次に発生する単語、文章、またはトピックを予測す

る。上の例の場合、上から２番目の文章が予測出力される。 
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 試験結果によれば、ベースライン LSTM モデルの平均精度は 52％、単語+文レベル

のトピック機能を使用した CLSTM モデルの平均精度は 63％となり、CLSTM モデル

は、LSTM モデルよりも精度が平均で 21％改善された。 
 

以上 
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