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Figure 1: CLSTM model (<Topic> = topic input)
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Can we find the most
likely next sentence,
given the sequence of My favorite food is ice cream.

sentences seen so far?

Sentences seen so far Stuffed animals need friends too.

| love stuffed animals. | have a teddy bear. | need a panda.-

I’'m 4 feet tall.

My sister likes going to the mall.
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