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2021年 8月 10日 

河野特許事務所 

所長 弁理士 河野英仁 

 

「AI特許紹介」シリーズは、注目すべき AI 特許のポイントを紹介します。熾烈な競

争となっている第４次産業革命下では AI 技術がキーとなり、この AI 技術・ソリュー

ションを特許として適切に権利化しておくことが重要であることは言うまでもありま

せん。 

 

 AI技術は Google, Microsoft, Amazonを始めとした ITプラットフォーマ、研究機関

及び大学から毎週のように新たな手法が提案されており、また AI技術を活用した新た

なソリューションも次々とリリースされています。 

 

 本稿では米国先進 IT 企業を中心に、これらの企業から出願された AI 特許に記載さ

れた AIテクノロジー・ソリューションのポイントをわかりやすく解説致します。 

 

1.概要 

特許出願人 IBM 

出願日 2019年 6月 17日 

公開日  2020年 12月 17日 

公開番号 US2020/0394276 

発明の名称 量子コンピュータでのシミュレーションベースの最適化 

 

 276 特許は、量子コンピュータによる量子振幅推定を用いて、意思決定問題をシミュ

レートする技術に関する。具体的には、量子コンピュータは量子振幅推定を用いて目的

関数を古典的プロセッサに提供し、古典的プロセッサは機械学習ベースの技術を用いた

最適化プロセスにより、目的関数を最大化または最小化する最適なパラメータを、量子

コンピュータに提供する技術に関する。 

 

 

2.特許内容の説明 

図１は、量子コンピュータ上でのシミュレーションベースの最適化のためのシステム

100のブロック図を示す。 
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システム 100 は、量子プロセッサ 102 を含む。量子プロセッサ 102 は、意思決定問

題シミュレーション 108 を介してシミュレーションを実行するために量子振幅推定プ

ロセスを使用するシミュレータ 104 を含む。意思決定問題シミュレーション 108 は、

量子振幅推定プロセス 106を含むことができる。 

 

量子プロセッサ 102は、量子物理学の原理に基づいて一連の計算を実行する機械であ

る。例えば、量子プロセッサ 102は、量子ゲートのセットに関連する１つまたは複数の

量子計算を実行する。さらに、量子プロセッサ 102は、量子ビットを使用して情報を符

号化する。 

 

量子プロセッサ 102は、意思決定問題シミュレーション 108を容易にするために、量

子振幅推定プロセス 106 を実行する。例えば、量子プロセッサ 102 は、量子振幅推定

プロセス 106に関連する命令スレッドのセットを実行する。 

 

量子振幅推定プロセス 106は、例えば、古典的なアルゴリズムと比較して二次高速化

を達成することができる量子アルゴリズムである。量子プロセッサ 102は、意思決定問

題に関連する確率分布に基づいて、量子振幅推定プロセス 106を実行する。例えば、量

子振幅推定プロセス 106は、意思決定問題に関連するデータの確率的分布を採用する。 

 

量子振幅推定プロセス 106は、意思決定問題に関連するデータの確率的分布をサンプ

リングする。例えば、意思決定問題のパラメータは、量子プロセッサ 102に関連する量

子状態の振幅に適合させることができる。量子振幅推定プロセス 106は、意思決定問題

のための量子探索アルゴリズムに関連する成功の確率を推定することができる。 
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意思決定問題に関連する技術的アプリケーションは、サプライチェーン管理アプリケ

ーション、ロジスティクスアプリケーション、製造アプリケーション、設計アプリケー

ション（たとえば、コンピュータ設計アプリケーション、回路設計アプリケーション、

製品設計アプリケーションなど）、財務アプリケーション、または別のタイプの技術ア

プリケーションである。 

 

量子振幅推定プロセス 106は、意思決定問題に関連する目的関数を決定することがで

きる。目的関数は、意思決定の問題を説明する変数、値、および/または記号の組み合わ

せに関連する関係式である。 

 

量子振幅推定プロセス 106 は、意思決定問題の目的関数に関連する最小値または最

大値を推定することができる。一例では、目的関数は、量子プロセッサ 102に関連付け

られた量子コンピューティングプロセスの損失関数（例えば、コスト関数）である。さ

らに、目的関数は、量子プロセッサ 102に関するエネルギーに関連付けられる。 例え

ば、目的関数は、量子プロセッサ 102 の全エネルギーを符号化するハミルトニアン値

（例えば、ハミルトニアンデータ行列）である。 

 

シミュレータ 104 は、量子振幅推定プロセス 106 を介して意思決定問題シミュレー

ション 108 を実行することができる。例えば、シミュレータ 104 の意思決定問題シミ

ュレーション 108 は、量子振幅推定プロセス 106 に基づいて意思決定問題をシミュレ

ートおよび最適化する。  

 

量子振幅推定プロセス 106 のパラメータ化された演算子を使用して、意思決定問題

シミュレーション 108 を介して意思決定問題をシミュレートおよび最適化する。シミ

ュレータ 104 の意思決定問題シミュレーション 108 は、意思決定問題に関連する意思

決定変数のタイプに基づく古典的な最適化プロセス(たとえば、古典的最適化プロセス

に関連するデータを使用して)を使用して、意思決定問題をシミュレートおよび最適化

することができる。 

 

図２はシステム 200のブロック図である。 
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システム 200 は、量子プロセッサ 102 および古典的なプロセッサ 201 を含むことが

できる。古典的なプロセッサ 201 は、量子プロセッサ 102 に通信可能に結合すること

ができる。例えば、古典的なプロセッサ 201 は、シミュレータ 104 に通信可能に結合

することができる。 

 

古典的なプロセッサ 201 は、量子振幅推定プロセス 106 および意思決定問題シミュ

レーション 108からデータを受信することができる。さらに、古典的なプロセッサ 201

は、量子振幅推定プロセス 106 および意思決定問題シミュレーション 108 にデータを

提供することができる。 

 

量子プロセッサは、シミュレータ 104 を含むことができる。量子プロセッサ 102 は

また、量子振幅推定プロセス 106 を実行することができる。シミュレータ 104 は、意

思決定問題シミュレーション 108を実行することができる。古典的プロセッサ 201は、

古典的最適化プロセス 202を実行することができる。古典的なプロセッサ 201は、2進

数とトランジスタに基づいて一連の計算を実行するマシンである。 

 

古典的なプロセッサ 201は、例えば、古典的なオプティマイザである。古典的最適化

プロセス 202 は、古典的計算技術を使用して、量子プロセッサ 102 によって解決され

る意思決定問題のためのデータのシミュレーションベースの最適化を容易にすること

ができる。 

 

古典的な最適化プロセス 202は、任意の適切な機械学習ベースの技術、統計ベースの

技術、および確率ベースの技術を採用することができる。例えば、古典的な最適化プロ

セス 202は、エキスパートシステム、ファジー論理、ＳＶＭ、隠れマルコフモデル（Ｈ
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ＭＭ）、グリーディ検索アルゴリズム、ルールベースのシステム、ベイジアンモデル（例

えば、ベイジアンネットワーク）、ニューラルネットワーク、他の非線形トレーニング

技術、データ融合、ユーティリティベースの分析システム、ベイジアンモデルを採用し

たシステムなどを採用することができる。 

 

 

図３はシステム 500のブロック図である。 

 

システム 500は、古典的なプロセッサが次の連続パラメータを決定するプロセス 502

を含む。システム 500はまた、目的関数を推定するために量子振幅推定を使用するプロ

セス 504 を含む。例えば、量子振幅推定を使用するプロセス 504 は、プロセス 502 に

目的関数 506 を提供する。プロセス 502 は、目的関数 506 を使用して、プロセス 504

に連続パラメータ 508 を提供する。一実施形態では、プロセス 502 は、古典的プロセ

ッサ 201、古典的最適化プロセス 202、によって実行することができる。 

 

さらに、プロセス 504 は、量子プロセッサ 102 の量子振幅推定プロセス 106 によっ

て実行することができる。目的関数 506は、意思決定問題に関連付けることができる。

例えば、目的関数 506は、意思決定問題を説明する変数、値、および記号の組み合わせ

に関連する関係式である。 

 

プロセス 504は、量子振幅推定を使用して、目的関数 506を推定することができる。

さらに、プロセス 502 は、古典的なオプティマイザを使用して、目的関数 506 を最大

化または最小化する最適なパラメータ（例えば、連続パラメータ 508）を決定すること

ができる。したがって、プロセス 504は、量子振幅推定を使用して、意思決定問題の目

的関数 506に関連する最小値または最大値を決定することができる。 
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図４は量子振幅推定システムを示すブロック図である。 

 

システム 600 は、意思決定問題に関連する未知のパラメータを推定する量子振幅推

定システムである。例えば、システム 600は、量子振幅推定に関連する量子回路で表現

できる。システム 600 は、ゲート 602、ゲート 604、およびゲート 606 を含む。例え

ば、ゲート 602 は、第 1 のアダマールゲートであり、ゲート 606 は、第 2 アダマール

ゲートであり、ゲート 606は、第３アダマールゲートである。 

 

システム 600 はまた、演算子 608 を含むことができる。演算子 608 は、量子サンプ

ルに関連付けられた演算子である。例えば、演算子 608は、量子サンプル（Ａ）の演算

子Ａである。演算子 608は、１つまたは複数の変換に関連付けることができる。演算子

608は、２ｍのサンプルを提供することができ、ここで、ｍは整数である。 

 

 例えば、演算子 608は、サンプル 610、サンプル 612、およびサンプル 614を提供

する。一態様では、２ｍサンプル（例えば、サンプル 610、サンプル 612、および／ま

たはサンプル 614）は、状態量子ビット 616を提供することができる。 

 

状態量子ビット 616は、例えば、量子ビットのセットによって表される量子ビット状

態値を表すことができる。 一例では、状態量子ビット 616は、ゲート 602、ゲート 604、

およびゲート 606の状態に関連するｘ成分測定、ｙ成分測定、およびｚ成分測定に関連
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する情報を含む。 

 

ゲート 602、ゲート 604、およびゲート 606の値は、逆量子フーリエ変換 618で処理

される。例えば、逆量子フーリエ変換 618は、ゲート 602、ゲート 604、およびゲート

606の測定値を提供するために、ゲート 602、ゲート 604、およびゲート 606に適用さ

れる。  

 

逆量子フーリエ変換 618をゲート 602、ゲート 604、およびゲート 606に適用して、

キュービット測定 620 1、キュービット測定 620 2、およびキュービット測定 620 Nを

含む評価キュービット 620を提供する。ここで、Ｎは、整数である。例えば、量子ビッ

ト測定 620 1は、第 1の量子ビット測定を表すことができ、量子ビット測定 620 2は、

第 2 の量子ビット測定を表すことができ、量子ビット測定 620 N は、Ｎ番目の量子ビ

ット測定を表すことができる。 

 

 

3.クレーム 

 276特許のクレーム 1-9は以下の通りである。 

1. システムにおいて、 

意思決定問題に関連する確率分布に基づいて量子振幅推定プロセスを実行する量子プ

ロセッサを備え、該量子プロセッサは、量子振幅推定プロセスに基づいて意思決定問題

をシミュレートするシミュレータを含む。 

 

2. クレーム 1のシステムにおいて、 

 シミュレータは、意思決定問題に関連する意思決定変数のタイプに基づく古典的な最

適化プロセスを使用して、意思決定問題をシミュレートする。 

 

3. クレーム１のシステムにおいて、シミュレータは、意思決定問題が連続的な意思決

定変数に関連付けられているという決定に応答して、古典的な最適化プロセスを使用し

て意思決定問題をシミュレートする。 

 

4. クレーム１のシステムにおいて、シミュレータは、意思決定問題が整数の決定変数

に関連付けられているという決定に応答して、組み合わせ最適化のための古典的な処理

技術を使用して意思決定問題をシミュレートする。 

 

5. クレーム１のシステムにおいて、シミュレータは、意思決定問題が離散決定変数に

関連付けられているという決定に応答して、ハイブリッド量子/古典的変分プロセスお
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よび古典的最適化プロセスを使用して意思決定問題をシミュレートする。 

 

6. クレーム１のシステムにおいて、シミュレータは、意思決定問題が離散決定変数に

関連付けられているという決定に応答して、変分量子固有ソルバーと古典的な最適化プ

ロセスを使用して意思決定問題をシミュレートする。 

 

7. クレーム１のシステムにおいて、シミュレータは、古典的な最適化プロセスを使用

して意思決定問題をシミュレートし、量子振幅推定プロセスに 1つまたは複数のパラメ

ータを提供する。 

 

8.クレーム１のシステムにおいて、シミュレータは、意思決定問題に関連する連続決定

変数を、量子プロセッサのそれぞれの量子状態にマッピングする。 

 

9. クレーム１のシステムにおいて、量子振幅推定プロセスのパラメータ化された演算

子を構築する古典的なオプティマイザを更に備える。 

 

4. 本特許に関する論文 

 本特許に関連する論文1「Quantum-Enhanced Simulation-Based Optimization」が

Julien Gacon氏らにより発表されている。 

 

 本論文では、量子振幅推定を用いてニュースベンダー問題を最適化している。 

 
1Julien Gacon, Christa Zoufal, Stefan Woerner著  “Quantum-Enhanced 

Simulation-Based Optimization” arXiv:2005.10780v1 [quant-ph] 21 May 2020 
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上記図は、量子振幅推定を使用して評価されたニュースベンダーの目的関数を示す。

ニュースベンダーの問題では、ニュースベンダーは、取得する新聞のバッチの最適な量

を探す。これにより、不確実な顧客の需要が満たされ、1日の終わりに残されるコピー

ができるだけ少なくなる。 

 

残りの新聞の費用は、超過費用と機会費用によるコピーの不足による未実現収入によ

って表される。購入するバッチの最適な量を見つける問題は、式１と式２で与えられる。 

式１ 

 

式２ 

 

 

ここで、Dは不確実な需要を表す確率変数を示し、新聞の各バッチは価格 Pbuyで購

入され、Psell で販売される。区分的線形関数 f の評価は、比較演算子を使用して実現

できる。ニュースベンダーのコスト関数を計算するために、f を条件付き加算として再

定式化する。 
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最初のステップでは、値 foverが目的のキュービットの振幅に回転する。次に、比較演

算を使用して、δ を補助比較キュービットに評価する。最後に、第 2 項の fopp-foverが、

比較量子ビットの制御された演算として量子ビットの振幅に追加される。 

 

本例では、需要は正規分布 D〜N（2,1）でモデル化され、n = 3キュービットで表さ

れ、ΩD= [0,7]に切り捨てられる。決定変数 s は、k = 3 キュービットにエンコードさ

れ、本論文の図 3 に示されている試行状態を 2 回繰り返して使用してパラメータ化さ

れる。 

 

区分的線形目的で比較するために 1つの追加の補助量子ビットが必要なため、Aは合

計 8 つの量子ビットに作用する。 購入価格と販売価格は、新聞のバッチごとにそれぞ

れ 0.2と 0.5となる。 

 

下記式は、ニュースベンダー問題の目的関数と、確率密度関数として解釈される最適

化の結果状態を示している。 

 

 

上記図に示すように、コスト関数は、サンプリング確率がほぼ 1で最も高いストック

サイズである s = 2のストックサイズで最小であることがわかる。このように、最適化

ルーチンは最適なソリューションを正常に識別している。一般に、解|s(θ*)は可能な解

sの重ね合わせ状態にある。最適化中、確率分布 P [s = s *]のピークは、最適なストッ

ク値で顕著になる。 

 

その他、本論文ではニュースベンダー問題に加えて、資産のポートフォリオ最適化に

関するシミュレーションも示されている。 

以上 
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